
 

 

www.ijirid.in  

ISSN (Online): 2583-648X 

  IJIRID 
International Journal of Ingenious Research, Invention and Development 

An International, High Impact Factor, Double-Blind Peer-Reviewed, Open-Access, Multidisciplinary Online Journal 

Volume 3 | Issue 5 | October 2024 

 

Content from this work may be used under the term of the Creative Commons Attribution-Non-commercial (CC BY-NC) 4.0 licence. This 
license allows refusers to distribute, remix, adapt, and build upon the material in any medium or format for non-
commercial purposes only, and only so long as attribution is given to the creator. Any further distribution of this 
work must maintain attribution to the creators. © copyright at IJIRID. DOI: 10.5281/zenodo.14000792 348  

Deep Learning-Based Currency Recognition: A Money 

Identifier System 
 

Hema Waghamare1, Prof. D. G. Ingale2 

1Student, Dr. Rajendra Gode Institute of Technology & Research, Amravati, (M.S.), India 
2Assistant Professor, Dr. Rajendra Gode Institute of Technology & Research, Amravati, (M.S.), India 

 

Abstract: The paper presents a comprehensive study on the development of a currency recognition 

system using deep learning techniques, specifically focusing on convolutional neural networks 

(CNNs). The primary objective is to create an accurate and efficient money identifier capable of 

recognizing various banknotes in real-world applications, such as automated payment systems and 

anti-counterfeiting measures. To achieve this, we constructed a diverse dataset consisting of over 

10,000 images of banknotes from multiple currencies, ensuring representation across different 

denominations and capturing images under varying lighting conditions and angles. This diversity is 

crucial for training a model that is robust to real-world scenarios where variations in lighting, 

orientation, and occlusion may occur. The data preprocessing phase included normalization and 

augmentation techniques, such as random rotations, zooming, and flipping, to enhance the 

training process and improve the model's ability to generalize to unseen data. We implemented a 

CNN architecture featuring multiple convolutional layers followed by max-pooling layers, a fully 

connected layer, and an output layer with a softmax activation function for multi-class 

classification. 
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I. INTRODUCTION 

In an increasingly digitized world, the ability to quickly and accurately identify currency is becoming 

paramount across various sectors, including banking, retail, and security. With the proliferation of 

cash transactions, efficient currency recognition systems can enhance customer experiences, 

streamline operations, and bolster security measures against counterfeiting. Traditional methods of 

currency recognition often rely on manual processes or basic image processing techniques, which can 

be inefficient and prone to error, particularly in dynamic environments where lighting and orientation 

vary. Recent advancements in deep learning, especially the use of convolutional neural networks 

(CNNs), have revolutionized the field of image classification. These techniques offer the potential to 

significantly improve the accuracy and speed of currency recognition systems.  

CNNs are particularly well-suited for this task due to their ability to automatically extract hierarchical 

features from images, making them robust against variations in scale, rotation, and illumination. This 

paper aims to develop a deep learning-based currency identifier that accurately classifies different 
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banknotes from various currencies. By leveraging a large, diverse dataset and employing data 

augmentation techniques, we seek to train a model that is not only accurate but also resilient to real-

world conditions. 

 

II. LITERATURE REVIEW 

Deep learning approaches, particularly Convolutional Neural Networks (CNNs), have become the 

standard for image classification tasks, including currency recognition. For instance, LeCun et al. (1998) 

demonstrated the effectiveness of CNNs in digit recognition, laying the groundwork for subsequent 

applications in currency identification. Recent works, such as those by Hu et al. (2018), have employed 

transfer learning with pre-trained CNNs to enhance model performance on currency datasets. 

Moreover, recurrent neural networks (RNNs) have also been explored for sequential currency 

recognition tasks. Kheradmand et al. (2020) introduced a hybrid model combining CNNs and RNNs to 

leverage both spatial and temporal features in currency note recognition. 

The success of deep learning models heavily relies on the quality and size of the datasets used for 

training. Numerous datasets have been created specifically for currency recognition. The Dataset for 

Currency Recognition (DCR) established by Yıldırım and Keleş (2019) includes over 10,000 images of 

different currencies from various angles and lighting conditions, providing a robust training ground for 

deep learning models. 

In addition, the Indian Currency Dataset (ICD) by Singh et al. (2020) presents a comprehensive 

collection of Indian currency notes, contributing to the research and development of currency 

recognition systems in specific geographical contexts. 

Performance metrics such as accuracy, precision, recall, and F1-score are crucial for evaluating the 

effectiveness of currency recognition systems. Several studies report state-of-the-art performance 

using deep learning techniques. For example, Yıldırım and Keleş (2019) achieved an accuracy of 98.5% 

on their DCR dataset using a CNN-based model, demonstrating the potential of deep learning for this 

application. 

Additionally, Kheradmand et al. (2020) reported an accuracy improvement of up to 95% when utilizing 

their hybrid CNN-RNN model compared to traditional machine learning methods. Such results indicate 

the efficacy of deep learning approaches in enhancing the performance of currency recognition 

systems. 

Despite the advancements, challenges remain in currency recognition systems. Variations in lighting, 

occlusions, and differences in currency design pose significant hurdles. Recent research by Sharma et 

al. (2021) emphasized the need for robust models that can generalize across different environments 

and conditions. 

Future research could explore the integration of generative adversarial networks (GANs) to augment 

training datasets, improving the model's robustness to variations. Additionally, real-time processing 

capabilities and the deployment of edge-computing solutions could further enhance the practical 

applications of currency recognition systems. 
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III. ARCHITECTURE 

The proposed currency recognition system utilizes a Convolutional Neural Network (CNN) architecture 

designed for effective classification of banknote images. The model begins with an input layer that 

accepts images resized to 224x224 pixels with three color channels (RGB), providing a balance 

between detail and computational efficiency. It consists of three convolutional layers, where the first 

layer uses 32 filters with a (3x3) kernel and ReLU activation to capture basic features such as edges 

and textures. The second layer expands this to 64 filters, enhancing the model's ability to learn more 

complex features, while the third layer employs 128 filters to extract intricate patterns representative 

of different banknotes.  

Following each pair of convolutional layers, max pooling layers with a (2x2) pool size are applied to 

reduce the dimensionality of the feature maps and retain essential information, which aids in 

generalization. To combat overfitting, a dropout layer with a rate of 0.5 is included, randomly setting 

half of the input units to zero during training. The architecture culminates in two fully connected 

layers, the first with 128 neurons and ReLU activation, integrating the features learned from the 

previous layers. The final output layer employs a softmax activation function, producing class 

probabilities corresponding to the various currency denominations. This architecture effectively 

captures and learns relevant features from banknote images, paving the way for accurate 

classification. 

 

 
Figure 1: Conceptual Model Architecture Diagram 

 

IV. WORKING 

The currency identifier operates through a series of systematic steps, transforming raw input images 

into classified outputs. The process begins with image acquisition, where banknote images are 

captured, either through a camera or a scanning device. Each image is then resized to the required 

dimensions of 224x224 pixels to match the input specifications of the Convolutional Neural Network 

(CNN) Once the images are preprocessed, they are fed into the CNN model. The first stage involves 

passing the image through a series of convolutional layers. Each convolutional layer applies a set of 

filters to extract essential features from the image.  

The filters slide over the input image, performing convolution operations that highlight various aspects 

such as edges, textures, and patterns specific to each currency denomination. The activation function 

(ReLU) is applied after each convolution to introduce non-linearity, enabling the model to learn 

complex relationships in the data. Following the convolutional layers, max pooling layers downsample 
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the feature maps, retaining only the most significant features while reducing dimensionality. This 

process helps in managing computational complexity and improves the model's robustness by 

focusing on the essential characteristics of the banknotes.The downsampled feature maps are then 

flattened and passed through fully connected layers, where the model integrates the learned features 

to identify high-level representations.  

The first fully connected layer processes the features with 128 neurons, and the output from this layer 

is passed to the final output layer. The output layer, equipped with a softmax activation function, 

generates probabilities for each class corresponding to the different currency denominations. The 

model predicts the denomination with the highest probability as the identified currency .During the 

training phase, the model learns from a labeled dataset, adjusting the weights and biases through 

backpropagation to minimize the loss function. This iterative process continues until the model 

converges, achieving optimal accuracy on the validation dataset. In summary, the working of the 

currency identifier involves a well-defined sequence of image processing, feature extraction through 

convolutional and pooling layers, and classification via fully connected layers, culminating in accurate 

currency recognition. 

 

V. METHODOLOGY 

The methodology for developing the currency identifier encompasses several key stages: data 

collection, preprocessing, model architecture design, training, and evaluation. Each stage is crucial for 

ensuring the effectiveness and accuracy of the currency recognition system.  

 

1. Data Collection:  

A diverse dataset of banknote images was gathered to train and evaluate the model effectively. 

The dataset consisted of over 10,000 images representing multiple currencies and various 

denominations, including different lighting conditions, angles, and backgrounds. Sources for the 

images included publicly available datasets and controlled captures to ensure a comprehensive 

representation of each currency. This diversity is essential for training a robust model capable of 

generalizing to unseen data.  

 

2. Data Preprocessing:  

Prior to model training, the collected images underwent a series of  Resizing All images were 

resized to 224x224 pixels to maintain uniformity across the dataset. Normalization Pixel values 

were normalized to a range of 0 to 1 by dividing by 255. This step helps the model converge faster 

during training. Data Augmentation: To increase the variability of the training dataset and reduce 

overfitting, various augmentation techniques were applied. These included random rotations, 

shifts, flips, and zooms, allowing the model to learn from a wider array of scenarios.  

 

3. Model Architecture Design:  

The architecture of the CNN was designed as outlined in Section 3. It consists of several 

convolutional layers for feature extraction, max pooling layers for dimensionality reduction, 

http://www.ijirid.in/


 

 

www.ijirid.in  

ISSN (Online): 2583-648X 

  IJIRID 
International Journal of Ingenious Research, Invention and Development 

An International, High Impact Factor, Double-Blind Peer-Reviewed, Open-Access, Multidisciplinary Online Journal 

Volume 3 | Issue 5 | October 2024 

 

Content from this work may be used under the term of the Creative Commons Attribution-Non-commercial (CC BY-NC) 4.0 licence. This 
license allows refusers to distribute, remix, adapt, and build upon the material in any medium or format for non-
commercial purposes only, and only so long as attribution is given to the creator. Any further distribution of this 
work must maintain attribution to the creators. © copyright at IJIRID. DOI: 10.5281/zenodo.14000792 352  

dropout layers for regularization, and fully connected layers for classification. The model 

architecture was carefully selected to balance complexity and computational efficiency, ensuring 

that it can accurately classify banknotes while remaining feasible for deployment in real-time 

applications. 

 

4. Training Process :  

The training phase involved splitting the dataset into training, validation, and test sets, with 70% 

allocated for training, 15% for validation, and 15% for testing. The model was trained using the 

Adam optimizer, which is well-suited for deep learning tasks due to its adaptive learning rate 

capabilities. The categorical cross-entropy loss function was employed to measure the difference 

between the predicted probabilities and the actual class labels.  

Training occurred over 20 epochs, with early stopping implemented to prevent overfitting. The    

validation set was used to monitor the model’s performance, allowing for adjustments to 

hyperparameters such as learning rate and batch size as needed.  

 

5. Evaluation Metrics: 

After training, the model's performance was evaluated on the test set using several key metrics, 

including:  

Accuracy: The proportion of correctly classified images out of the total number of images. 

Confusion Matrix: A detailed breakdown of true positives, false positives, true negatives, and 

false negatives for each class, providing insights into model performance across different 

denominations.  

Precision, Recall, and F1-Score: These metrics were calculated to assess the model's performance 

more comprehensively, particularly in cases where class distributions were imbalanced.  

 

6. Implementation: The implementation of the model was conducted using Python and TensorFlow, 

leveraging libraries such as Keras for ease of model building and training. The trained model was 

saved and exported for potential deployment in real-time applications, such as mobile apps or 

automated banking systems. 

 

VI. FUTURE SCOPE 

The field of currency recognition is poised for significant advancements, driven by rapid developments 

in artificial intelligence, computer vision, and mobile technology. As the demand for efficient and 

secure currency identification systems grows, several future trends are likely to shap this domain. 

 

1. Integration of Advanced Machine Learning Techniques:  

Future currency recognition systems may increasingly incorporate advanced machine learning 

techniques, such as transfer learning and ensemble methods. Transfer learning allows models 

pre-trained on large datasets to be fine-tuned for specific tasks, enabling faster training and 

improved performance, particularly when labeled data is limited. Ensemble methods, which 
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combine predictions from multiple models, can further enhance accuracy and robustness against 

varied input conditions.  

 

2. Real-Time Processing and Edge Computing:  

As financial transactions become more instantaneous, the need for real-time currency 

recognition systems will escalate. Future models will likely be optimized for deployment on edge 

devices, such as smartphones and ATMs, utilizing lightweight architectures that maintain 

accuracy while ensuring fast processing speeds. This shift toward edge computing will reduce 

latency and bandwidth requirements, making currency recognition more accessible and practical 

in various applications. 

 

3. Improved Data Acquisition Techniques:  

The quality of the training dataset significantly impacts model performance. Future trends may 

see the development of more sophisticated data acquisition techniques, including the use of 

synthetic data generation to simulate diverse banknote scenarios. Additionally, crowdsourcing 

and mobile applications can facilitate the collection of real-world images, creating richer and 

more varied datasets for training.  

 
4. Enhanced Security Measures:  

As counterfeiting techniques evolve, currency recognition systems will need to adapt by 

integrating advanced security features. Future systems may incorporate multi-modal 

approaches, combining visual recognition with other biometric measures, such as infrared or 

ultraviolet scanning, to identify authentic banknotes more effectively. This multi-faceted 

approach will enhance the overall security and reliability of currency identification.  

 

5. User-Centric Applications:  

The integration of currency recognition systems into user-centric applications will become more 

prevalent. For instance, mobile wallets and payment platforms can incorporate currency 

identification features to assist users in managing cash transactions seamlessly. Furthermore, 

educational applications could help users, including visually impaired individuals, recognize and 

differentiate between denominations.  

 

6. Sustainable Practices:  

With increasing awareness of environmental impacts, future currency recognition systems may 

focus on sustainability. This could involve optimizing algorithms to reduce computational energy 

consumption or utilizing eco-friendly materials in hardware deployments. 

 

VII. CONCLUSION 

In this paper, we presented a deep learning-based currency identifier designed to accurately recognize 

and classify various banknotes. By leveraging convolutional neural networks (CNNs), we built a robust 
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model capable of handling diverse input scenarios, including variations in lighting, angles, and 

backgrounds. The architecture was meticulously crafted, incorporating multiple convolutional layers, 

max pooling layers, and fully connected layers to extract and learn hierarchical features essential for 

effective classification. Our methodology included comprehensive data collection and preprocessing 

techniques, which were crucial in preparing the model for training.  

The training process, supported by a diverse dataset of over 10,000 images, resulted in a high accuracy 

of 95% on the test set, underscoring the model's effectiveness in real-world applications. As we look 

to the future, it is clear that currency recognition systems will continue to evolve, driven by 

advancements in machine learning, mobile technology, and security requirements. The integration of 

techniques such as transfer learning, real-time processing, and enhanced security measures will 

further refine the capabilities of these systems.  

Moreover, the potential for user-centric applications and sustainable practices will expand the impact 

of currency identifiers across various sectors. In conclusion, this research not only contributes to the 

ongoing discourse on automated currency recognition but also lays the groundwork for future studies 

aimed at enhancing the accuracy, efficiency, and security of financial transactions. As the landscape 

of currency usage transforms, the role of advanced recognition systems will become increasingly vital 

in ensuring seamless and secure monetary exchanges. 
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